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A key first step in enabling reconfigurable architectures in contested environments
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NFVs creating a digital workflow
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DIFI at Scale
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Example Gateway Specification

Per Antenna – FWD: 3G/POL , RTN: 1.5G/POL

iDirect Digital Modem adopting this use case

TX (S2X) : Ranging 140-150Gbps DIFI streams per 1RU 

RX (S2X): Ranging 60-80Gbps DIFI streams per 1RU

Aggregated bitrates at Scale

Up to 1.5Tbps per 42RU

Ground Segment Scaling requirements in GHz and Gbps

Ability to provide flexible deployment options and keep control on TCO

Datapath traffic – central versus distributed approach

Need for further reduction of bandwidth at the Edge?
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DIFI Roadmap
What is required to be successful ?

Timing Synchronization
Essential for Shared Medium 

operation (eg ATDMA, Mx-DMA)

Lossless IP flows at Scale
Redundancy mechanisms
Reduction in bandwidth
Introducing of Symbol Streaming
Optimized Channelization
Flow Orchestration
Interop with Radio Resource 
Control

Journey to 
Deployments 

at Scale

L-band <> DIFI
Digitization / (De-)digitization

use cases

DIFI > DECODE/DEMOD
ATDMA / Mx-DMA use cases

Interop Programs



DIFI Interoperability and PlugFest
Results and lessons learned
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3pty

iDirect Appliance

Lband

▪ All vendors were able to receive ST iDirect signals 

(250Msps* and 500Msps*)

▪ 12.5 Msps @16 bit (400 Mbps)
▪ 150 Msps @16 bit (4.8 Gbps)
▪ 250 Msps @ 6 bit (3 Gbps)
▪ 500 Msps @ 8 bit (8 Gbps)
▪ 750 Msps @ 12 bit and 6 bit (18 and 9 Gbps)

▪ Plugfest focused on 1.1 Specifications

▪ Effect of High-Bitrate UDP streams – packet loss –

how to handle / how to overcome ?

▪ Variety of sample rates - iDirect can handle, but 

worth evaluating them in the DiFi specs Jitter – max 

sizing to be explored and proposed to DIFI 

consortium

▪ Limited IP networking topology during Plugfest

▪ Dedicated IP networking setup – how do other 

vendors networks behave (Jitter, Routed Traffic, etc)

▪ Buffer Sizes – dynamic versus static - advised

*Limited by current appliances under test.
Lower sample rates now possible, were limited in software

Test Scenarios

Results

What did we learn ?
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